Abstract—Web services QoS has been an important concern in Service-Oriented Computing (SOC) domain. Since QoS performance of Web services such as response time and throughput is highly related to the network infrastructure and the Internet connection between the service user and the provider, a set of Web services which are published by the same provider usually have the similar condition of fundamental network environment. To describe the above situation, we take the factors of provider and its country into consideration, which imply the physical location and network status information, as the latent neighbor for the set of Web services. In this paper, we expound how Latent Factor Models (LFM) can be utilized to predict the unknown QoS values. Considering the effect of the Web services’ latent neighbors, we first construct the novel neighbor factor model, which evaluates the personalized connection quality of latent neighbors for each service user. Furthermore, we propose an integrated model based on LFM. Finally, we conduct the extensive experiments on a large-scale real-world QoS dataset and the results demonstrate that our approach is effective, especially in the situation of data sparsity.
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I. INTRODUCTION

Web services have become one of the most important interoperable technologies to connect among heterogeneous applications on the Internet, which are published by different organizations through the standard protocols, such as WSDL (Web Services Description Language), UDDI (Universal Description, Discovery and Integration) and SOAP (Simple Object Access Protocol) [1]. Nowadays, among the large number of Web services, users could select proper functional services by the help of Web service search engines which however care little about non-functional characteristics of Web services [2].

As a matter of fact, non-functional characteristics (e.g., Quality-of-Service, QoS) are also very important for making Web service selection and recommendation [3]. Here, QoS characteristics may include availability, response time, throughput, etc. Recently, many researchers argue that the QoS values of Web service can not be easily acquired from the service provider or the third-party organizations. For example, due to the instability of Internet environment and the discrepancy of service user’s network infrastructure, the affirmatory QoS by the provider always changes for different service users [4], [10]. Therefore, it becomes a great challenge to acquire the QoS values accurately for personalized requirement.

Considering the huge number of Web services and the enormous cost for service users to invoke all Web services, it is infeasible to acquire the personalized QoS value to help select the optimal service. To address this problem, many personalized QoS prediction approaches via Collaborative Filtering (CF) technique have been proposed in recent years [2], [3], [4], [10], [27]. CF approaches have been successfully adopted in the commercial recommended system, e.g., Amazon [15], Netflix, etc. In general, CF approaches are divided into two categories: neighborhood-based and model-based approaches [16]. The neighborhood-based approaches include two types: user-based and item-based. The main procedure of neighborhood-based approaches is to calculate the similarity among users (items) and select the top-k similar neighbors to help predict the unknown values. However, the neighborhood-based method can be easily led to failure due to the issues of data-sparsity and cold-start [5], [13]. On the other hand, the model-based approaches, such as clustering model [17], matrix factorization model [14], [25], [26], Bayesian models [18], are rich and various. They usually construct a model with some necessary parameters to be trained by prepared training dataset, which owns a certain ability of predicting the unknown values after the process of learning. For example, matrix factorization model takes advantage of inner product of two low-rank matrix to approximately fit the original matrix. Nevertheless, the model-based approaches may lose their prediction accuracy due to the absence of observed data.

As a classic matrix factorization approach, Latent Factor Models (LFM) achieved successfully on the Netflix Prize by Koren et al. [14]. In this paper, we focus on Singular Value Decomposition (SVD) approach, one of LFM approaches, in which users and items are mapped to a same latent factor space for making a feasible comparison between them. Each user or item associates with a latent feature vector, which contains low dimensions to explain the relation between latent factor and itself. More specifically, in the issue of QoS prediction, for user-service QoS matrix (e.g., Fig. 1 (b)), the latent space tries to explain QoS values automatically which are acquired from the process of services invocation issued by users.
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In this paper, we propose a novel approach to QoS prediction of Web services based on LFM model and Latent Neighbor Model, which utilizes the information of Web services’ latent neighbors, i.e., service provider and its country. Since QoS of Web services such as response time and throughput is highly related to the network infrastructure and the Internet connection between the service user and the provider, a set of Web services published by the same provider usually have the similar condition of fundamental network environment. Therefore, they share the same latent feature vector in our factor model, which is denoted by the latent feature vector of the certain provider in the above situation. As the same reason, we also take the country factor into consideration. The extensive experiments based on a large-scale real-world Web services QoS dataset demonstrate the effectiveness of our approach.

The contributions of this paper are summarized as follows:

1. We propose a novel method to integrate the information of Web services’ latent neighbors through sharing the latent feature vector of provider and its country, which imply the latent same condition of fundamental network environment.

2. We construct an integrated model LN-LFM, or Latent Neighbor-Latent Factor Models, which combines the LFM model and Latent Neighbor Model to improve the QoS value prediction accuracy.

3. Based a large-scale real-world Web services QoS dataset, we conduct extensive experiments to evaluate our approach and demonstrate its effectiveness.

The remainder of the paper is organized as follows. After Section II describes the problem of Web services QoS prediction, Section III reviews the related works in QoS prediction for Web services and Latent Factor Models. Section IV presents our personalized QoS value prediction model with the combination of Latent Factor Models and Latent Neighbor Model. After Section V describes our experiments in detail, Section VI concludes this paper and discusses the future work.

II. PROBLEM DESCRIPTION

Fig. 1 presents a scenario of Web services invocation experienced in the real world. As shown in Fig. 1(a), there are 4 users, 5 services, 3 providers and 2 countries in total with 9 arrows which represent the invocation of services from users. Each non-empty entry in Fig. 1(b) represents the QoS invocation information (e.g., response time in this example) recorded by a user when he or she invokes a service, whereas the empty entry represents that the user has never invoked the service before. Our task is to predict the QoS values of the empty entries employing the available value. As shown in Fig.1(c), a possible result can be obtained by a kind of matrix completion strategy and the bold fold numbers denotes the predicted QoS values.

More generally, in this problem of QoS value prediction, suppose that we use 4 sets to denote all the users, services, providers and countries:

\[ US = \{u_1, u_2, \ldots, u_m\} \]

\[ SS = \{s_1, s_2, \ldots, s_n\} \]

\[ PS = \{p_1, p_2, \ldots, p_l\} \]

\[ CS = \{c_1, c_2, \ldots, c_k\} \]

In addition, we use a \( m \times n \) user-service matrix \( Q = [q_{ui}] \) to denote the QoS value of services experienced by users. If \( q_{ui} = NULL \), it indicates user \( u_i \) has never invoked service \( s_j \). Otherwise, it indicates the QoS value of service \( s_j \) invoked by user \( u_i \). Then, we define a special set:

\[ T = \{(i, j, l, k) | q_{ui} \in Q, p_l \in PS, c_k \in CS\} \]

which contains all the known information in this problem. Based on the above information, our goal is to predict the
entries which equal to NULL in the user-service invocation matrix accurately and efficiently.

In the real world, due to the exponentially growing number of Web services, more and more users build web applications through taking advantage of abundant Web services. Therefore, it is a huge challenge to solve this QoS value prediction problem to enable effective service selection and recommendation.

III. RELATED WORK

Web service has rapidly and increasingly become a worldwide research topic during recent years. As a result, numerous research results have been published, covering various aspects such as Web service selection [6, 7], composition [8, 9] and recommendation [2, 10, 24]. In general, Web service discovery adopt functional-based approaches, such as semantic-based approach [20], information-retrieval technique [19] and so on, to seek the indispensable services for building Web applications. However, traditional approaches of Web service discovery aim to satisfy the functional requirements of users, but not consider the performance of Web services for meeting the users’ non-functional requirements [2]. To address the deficiency of traditional approaches, some QoS-based approaches have been proposed to make Web service selection more efficient [6, 10].

Recently, many QoS-based recommendation approaches have been proposed through adopting CF (Collaborative filtering) techniques. For example, Shao et al. [3] proposed a user-based CF approach for Web service QoS prediction. Zheng et al. [10] proposed neighborhood-based hybrid model, which combines user-based and item-based CF approaches to improve the QoS prediction accuracy. Due to the sparsity of Web services QoS data, nearly all CF approaches have some limitation to solve Web services QoS value prediction problem. In general, previous QoS-based approaches usually assume that the QoS data can be easily acquired, or employ some small-scale restricted data for experiment studies. Zheng et al. released a large-scale Web services QoS dataset, which promotes the progress of Web service research [11]. In addition, Zheng et al. proposed a recommendation framework via user-collaboration mechanism to collect personalized user QoS information, and further combined matrix factorization model and neighbor information to improve the quality of QoS prediction [4].

Many researchers utilize the context information to improve the quality of service recommendation in previous research works. Zheng et al. considered that QoS characteristics are deeply influenced by physical location and the network infrastructure of service users [10]. Hence, some location-based approaches have been studied for improving the prediction accuracy [5, 12, 13, 22]. In particular, Xu et al. proposed a location-aware PMF model by integrating the service users and their geographical neighbors’ invocation experience information [5]. Chen et al. assumed that a group of service users, who locate closely to each other, have the similar invocation experience and further proposed a region-based approach through aggregating the similar IP-based regions as a larger region for making QoS prediction [13].

The Latent Factor Model is demonstrated its effectiveness on the Netflix data. Koren et al. proposed a bias-SVD model which combines the baseline estimating model and SVD model [14]. Different from the previous work, we propose the concept of shared latent feature vector to collect the QoS information of Web services’ neighbors and further combine the global information via LFM approach to achieve the higher prediction accuracy. Extensive experiments employing a large-scale real-world QoS dataset are conducted to demonstrate the effectiveness of our approach.

IV. QOS PREDICTION WITH LATENT FACTOR MODELS

In this section, we firstly present an extended baseline estimating model for predicting the QoS value in Section IV-A. Afterwards, we show how the LFM model can be employed to solve the Web service QoS value prediction problem in Section IV-B. In Section IV-C, we build the Latent Neighbor Model through utilizing Web services’ latent neighbors information. Further, we propose an integrated model by combining the LFM model and the Latent Neighbor Model together in Section IV-D. Finally, the complexity of our approach is analyzed in Section IV-E.

A. Extended Baseline Estimating Model

To simplify the description of our approach, we choose the response time (i.e., round-trip time, RTT) as the example metric of QoS, which is defined as: the propagation of time from service user sending a request until receiving the corresponding response. As we know during previous sections, RTT is highly related to the network environment between service user and provider. For different service users or providers, the quality of individual network infrastructure influences the RTT greatly. As the same reason for the country where the service users or providers are located, RTT is also influenced by the overall quality of network environment in different countries. For different services, the processing time is decided by what function they will accomplish. However, the process time for the services of similar or equivalent functions, deployed by different providers, might be still different.

Based on the above assumption and a detailed analysis of real-world response time dataset, we could find some holistic and common tendencies: (1) some service users may cost less time than others by invoking the same services, (2) some services may need more time to achieve their tasks than others due to the complexity of them or the poor quality offered by a provider. To take these effects into consideration, we can utilize a simple model, which is called baseline estimating model [14]. For an unknown RTT value \( q_{ij} \), we consider the effects of user and service through the baseline estimating model, which is indicated by \( b_{ij} \):

\[
\begin{align*}
  b_{ij} &= \mu + b_i + b_j \\
  \text{(1)}
\end{align*}
\]

Here, the parameter \( \mu \) indicates the overall average RTT, whereas \( b_i \) and \( b_j \) indicate the effect biases of service user \( u_i \) and service \( s_j \) respectively. Now, we extend the baseline
estimate model by taking provider and its country into consideration. An extended baseline estimating model can be employed to predict the unknown RTT value \( q_{ij} \), denoted by \( b_{(i,j,k)} \):

\[
b_{(i,j,k)} = \mu + b_i + b_j + b_k + b_{ijk}
\]

(2)

where the parameters \( b_i \) and \( b_k \) indicate effect biases of provider and country respectively.

In general, we can acquire the effects biases parameters through solving the least squares problem:

\[
E_i = \min \sum_{(i,j,k)\in T} (q_{ij} - b_{(i,j,k)})^2 + \lambda_i \cdot (b_i + b_j + b_k)
\]

(3)

Here, the parameter \( \lambda_i \) indicates regularization coefficient, a higher of which meaning the heavy punishment of model complexity.

According to [14], we can estimate the biases parameters \( b_i, b_j, b_k \) as follows:

\[
b_i = \frac{\sum_{j\in R(i)}(q_{ij} - \mu)}{\lambda_2 + |R(i)|}
\]

(4)

\[
b_j = \frac{\sum_{i\in R(j)}(q_{ij} - \mu - b_i)}{\lambda_3 + |R(j)|}
\]

(5)

\[
b_k = \frac{\sum_{i\in R(l)}(q_{ij} - \mu - b_j - b_i)}{\lambda_4 + |R(l)|}
\]

(6)

\[
b_{ijk} = \frac{\sum_{i\in R(k)}(q_{ij} - \mu - b_i - b_j - b_k)}{\lambda_5 + |R(k)|}
\]

(7)

Here, the parameters \( \lambda_2, \lambda_3, \lambda_4 \) and \( \lambda_5 \) indicate regularization coefficients, whereas \(|R(i)|\) indicates corresponding statistic. For example, \( R(i) = \{(i,j,k)\in T | q_{ij} \neq \text{NULL}\} \).

### B. Latent Factor Models

For the problem of QoS prediction, we want to find an appropriate pattern to fit the available QoS values and further own the ability of predicting the unknown QoS values. In Section I, we have simply introduced the main idea of LFM based on the SVD approach. In the recommended system domain, typical SVD approaches consider that the interaction between users and items lies in the latent factor space and utilize a number of latent features to explain ratings which users give to items.

Similarly, we can apply SVD approach to model the RTT value prediction problem. We associate each user \( u_i \) with a user-factor vector \( U_i \in \mathbb{R}^d \), and each service \( s_j \) with a service-factor vector \( S_j \in \mathbb{R}^d \). Here, \( d \) indicates the number of latent factors to decide the RTT value of Web services invoked by the users. To distinguish the predicted value from the known \( q_{ij} \), we use \( \hat{q}_{ij} \) to indicate the predicted value. As the typical SVD approach, we can predict the unknown RTT value through taking an inner product as the following equation:

\[
\hat{q}_{ij} = b_{(i,j,k)} + U_i^T S_j
\]

(8)

Specially, if considering the broader scope of effects, as described in Section IV-A, the prediction equation could be simply modified as:

\[
\hat{q}_{ij} = b_{(i,j,k)} + U_i^T S_j + \lambda_1 \cdot \|U_i\|^2 + \|S_j\|^2
\]

(9)

Similarly as the typical SVD model, we utilize the appropriate regularizing terms to avoid overfitting as follows:

\[
E_2 = \min \sum_{(i,j,k)\in T} (q_{ij} - b_{(i,j,k)} - U_i^T S_j)^2 + \lambda_1 \cdot (b_i^2 + b_j^2 + b_k^2 + b_{ijk}^2) + \lambda_2 \cdot (\|U_i\|^2 + \|S_j\|^2)
\]

(10)

Here, the parameter \( \lambda_1 \) and \( \lambda_2 \) are the regularization coefficients, whereas \( \|\cdot\|^2 \) indicates the Frobenius norm. The first term is the original fit object function which should be minimized. In addition, we add two parts of regularizing terms to be the punishment to avoid overfitting. We can apply the stochastic gradient descent [23] to solve this optimization problem.

### C. Latent Neighbor Model

The neighborhood-based CF approaches, including user-based, item-based and the combination of both, have been widely employed to predict QoS value recent years [3, 10]. Since the user-service matrix is extremely sparse in real world, the traditional CF approaches are limited to achieve high precision of QoS values. To overcome the data sparsity problem, similarly as the solutions in recommended system domain [21], a number of research works have been verified effectively to combine the matrix factorization model with neighbor information to improve the accuracy of predicting unknown QoS value [4, 5]. Zheng et al. proposed a matrix factorization model through integrating neighbor model, which collects the global and local information together to achieve higher prediction accuracy [4]. In this section, we introduce a neighbor factor model, which utilizes the Web service’s latent neighbor QoS information and collects the local information through sharing the same latent feature vector.

Firstly, let us analyze how the Web service’s latent neighbor information can be employed to predict the unknown RTT value. For the individual user \( u_i \), we usually estimate its unknown RTT value for a certain service \( s_j \) through consulting neighbors’ invocation experience. However, due to the sparsity of data, the similar neighbors are always hard to be identified. Because the value of RTT is highly related to the network infrastructure and Internet environment, we use the average RTT level to represent the user \( u_i \)’s typical experience.
of invoking a set of Web services published by provider \( p_i \). In other words, we consider the personalized connection quality of network environment of provider \( p_i \) for service user \( u_i \).

Based on the main idea of LFM, we map service user and provider to the same latent factor space. We associate each provider \( p_i \) with a provider-factor \( P \in \mathbb{R}^d \). We thus predict the average RTT level of provider \( p_i \) for service user \( u_i \) through taking an inner product as follow:

\[
\tilde{q}_{ij} = U_j^T P_i
\]  
(11)

Further, we consider the personalized connection quality of overall network status of country \( c_k \). Similarly, we associate each country \( c_k \) with a country-factor \( C_k \in \mathbb{R}^d \), and predict the average RTT level of country \( c_k \) for service user \( u_i \) as the following equation:

\[
\tilde{q}_{ik} = U_i^T C_k
\]  
(12)

Now, considering the RTT level of both provider \( p_i \) and country \( c_k \), we obtain the following equation:

\[
\tilde{q}_{ijkl} = U_i^T (P_j + C_k)
\]  
(13)

Equation (13) can only predict the average RTT value of Web services published by the same provider because it ignores the latent factor of specific service. In other words, it cannot accurately predict the RTT value of a certain service. However, on the other hand, the latent neighbors’ invocation experience can be learnt by the latent provider and country.

D. An Integrated Model

In previous sections, we give a detailed explication of three models: the extended baseline estimating model, the Latent Factor Model and the Latent Neighbor Model. Now, we present the final model named as LN-LFM, which integrate all three models:

\[
\hat{q}_{ij} = b_{(i,j,k)} + U_i^T [\alpha \cdot S_j + (1 - \alpha) \cdot (P_j + C_k)]
\]  
(14)

where the parameter \( \alpha \) is a manipulative coefficient, and \( \alpha \in [0,1] \). As the same as previous models, we utilize the appropriate regularizing terms to avoid overfitting for this model, such as:

\[
E_3 = \min \sum_{(i,j,k)\in \mathcal{D}} (q_{ij} - b_{(i,j,k)} - U_i^T (\alpha \cdot S_j + U_j^T (\alpha \cdot S_j + (1 - \alpha) \cdot (P_j + C_k)))^2 + \lambda_1 \cdot (b_1^2 + b_2^2 + b_3^2 + b_4^2)
\]

\[+ \lambda_2 \cdot (\|U_i\|^2 + \|S_j\|^2 + \|P_j\|^2 + \|C_k\|^2)
\]  
(15)

An easy stochastic gradient descent can be employed to solve this optimization problem. In the learning process of stochastic gradient descent, for each training sample, we compute the difference between the actual and predicted value, i.e., \( \epsilon_{ij} = q_{ij} - \hat{q}_{ij} \). Each time a single iteration ends, we update the model parameters in following way:

\[
b_k \leftarrow b_k + \gamma_1 \cdot (e_{kj} - \lambda_1 \cdot b_k)
\]  
(16)

\[
b_j \leftarrow b_j + \gamma_1 \cdot (e_{ij} - \lambda_1 \cdot b_j)
\]  
(17)

\[
b_j \leftarrow b_j + \gamma_1 \cdot (e_{ij} - \lambda_1 \cdot b_j)
\]  
(18)

\[
b_k \leftarrow b_k + \gamma_1 \cdot (e_{kj} - \lambda_1 \cdot b_k)
\]  
(19)

\[
C_k \leftarrow C_k + \gamma_2 \cdot [e_{kj} \cdot (1 - \alpha) \cdot U_i - \lambda_2 \cdot C_k]
\]  
(20)

\[
P_j \leftarrow P_j + \gamma_2 \cdot (e_{ij} \cdot (1 - \alpha) \cdot U_j - \lambda_2 \cdot P_j)
\]  
(21)

\[
S_j \leftarrow S_j + \gamma_2 \cdot (e_{ij} \cdot \alpha \cdot U_i - \lambda_2 \cdot S_j)
\]  
(22)

\[
U_i \leftarrow U_i + \gamma_2 \cdot [e_{ij} \cdot (\alpha \cdot S_j + (1 - \alpha) \cdot (P_j + C_k))] - \lambda_2 \cdot U_i
\]  
(23)

Here, the parameters \( \gamma_1, \gamma_2 \) both indicate the learning rate. After a certain number of iterative loops, we minimize the object function to solve the squares problem and then acquire the final prediction model. For simplicity in the following experiments, the parameters \( \lambda_1, \lambda_2 \) and \( \gamma_1, \gamma_2 \) are set the same values respectively, i.e. \( \lambda_1 = \lambda_2 \) and \( \gamma_1 = \gamma_2 \).

E. Complexity Analysis

The core of stochastic gradient desent approach is evaluating the object function \( E_3 \) and updating the model parameters in accordance with the gradient parameters. The computation cost of single iteration to evaluate the object function \( E_3 \) is \( O(|T|d) \). Here, \( |T| \) denotes the sample size of training data, which is not very large due to the absence of QoS data in real world. On the other hand, \( d \) denotes the dimensionality of latent feature space, which is a small positive integer. Because of the updating mode of stochastic gradient descent, the computation cost of gradients is the same as \( O(|T|d) \). Consequently, the total computational complexity is \( O(|T|d) \) for one iteration. Meanwhile, the procedure of training needs an appropriate number of iterations, which is also a small positive integer in general. Therefore, the computational time of our approach is linear with respect to the sample size of QoS data. In other words, the complexity analysis shows that our approach is very efficient and it can scale to the very large size of dataset.

V. EXPERIMENTS AND EVALUATION

In this section, we study the performance of our proposed integrated model based on the extensive experiments, which can be divided into the following two parts: (1) comparing our approach with the other well-known approaches; and (2) studying the influence of model parameters on the prediction accuracy.

A. Dataset Description

Although large amount of data has been produced every day on the Internet, the real-world QoS dataset is limited for researching in the service computing domain. To evaluate the performance of our approach, we choose the real-world Web service QoS dataset offered by Zheng et al [11]. The detailed
statistics of the Web services QoS dataset is summarized in Table I. Our experiments concentrate on the response time QoS characteristic.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of User</td>
<td>339</td>
</tr>
<tr>
<td>Num. of Web Service</td>
<td>5825</td>
</tr>
<tr>
<td>Num. of Provider</td>
<td>2841</td>
</tr>
<tr>
<td>Num. of Provider Country</td>
<td>73</td>
</tr>
<tr>
<td>Num. of Web Service Invocations</td>
<td>1,974,675</td>
</tr>
<tr>
<td>Range of Response-time (s)</td>
<td>0-20</td>
</tr>
</tbody>
</table>

B. Metrics

We use the Root Mean Squared Error (RMSE) metrics to measure the prediction quality of our proposed models in comparison with other state-of-the-art approaches. RMSE is a widely used evaluation metrics in recommendation system, defined as follows:

\[ RMSE = \sqrt{\frac{1}{N} \sum_{i,j} (q_{ij} - \hat{q}_{ij})^2} \]  

where \( q_{ij} \) denotes the real QoS value of service \( s_j \) experienced by user \( u_i \), \( \hat{q}_{ij} \) denotes predicted QoS value by user \( u_i \) of service, and \( N \) denotes the number of values in the testing dataset.

C. Comparison and Performance

To evaluate the prediction performance of our approach, we compare it with other well-known approaches: UMean (User Mean), IMean (Item Mean), UPCC [3], IPCC, UIPCC [10], Funk-SVD [14] and Bias-SVD [14]. UMean utilizes the average RTT value of each user to predict the unknown value, whereas IMean utilizes the average RTT value of each service to predict the unknown value. Besides, UPCC is a user-based CF approach, whereas IPCC is the classical item-based CF approach. UIPCC is the combination of UPCC and IPCC. Finally, Funk-SVD is the basic SVD approach, whereas Bias-SVD is a hybrid model by combining the Baseline Estimates Model and Funk-SVD Model.

In the real world, the user-service matrix is usually very sparse since a user usually invokes only a small number of Web services. In our experiments, we use different proportion matrix density of data (5%, 7.5%, 10%, 12.5%, 15%) to compare the performance of our approach with others. For instance, the matrix density 5%, represents we select 5% of values from the user-service matrix as the historical data to predict the remaining 95% part as the unknown values. We set \( \alpha = 0.6 \), \( d = 20 \), \( \lambda_1 = 0.01 \) and \( \lambda_2 = 0.01 \) respectively.

The results are presented in Table II, showing that the RMSE of our approach is consistently smaller than other approaches, especially in the situation of data sparsity, e.g. MD=5% or MD=10%. It indicates that we have improved the quality of prediction by considering the personalized connection quality of latent neighbors for each service user. On the other hand, the performance of Bias-SVD always outperforms other approaches except LN-LFM, which indicates the prediction accuracy can be improved by taking bias effects into account. Specially, under the condition of matrix density 5%, Funk-SVD performs no better than UIPCC but Bias-SVD still performs well. Meanwhile, the degree of improvement is decreased with the increasing matrix density. Finally, the SVD-based approaches perform better than other approach in general.

D. Impact of \( \alpha \)

The parameter \( \alpha \) controls the impact of Latent Factor Model and Latent Neighbor Model in our approach. In other words, it controls how much proportion we can consult from the performance of service and its personalized connection quality of latent neighbors. In the extreme case, if \( \alpha = 0 \), we only consider the personalized connection quality of latent neighbors and, therefore, cannot accurately predict the unknown value as what we discuss in Section IV-C. On the other hand, if \( \alpha = 1 \), we only consider the performance of service and our approach is equivalent to Bias-SVD. Therefore, we need to determine the appropriate range of parameter \( \alpha \) for improving the prediction accuracy of our approach.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Response-time Matrix Density(MD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD=5%</td>
</tr>
<tr>
<td>UMean</td>
<td>1.8588</td>
</tr>
<tr>
<td>IMean</td>
<td>1.5726</td>
</tr>
<tr>
<td>UPCC</td>
<td>1.4042</td>
</tr>
<tr>
<td>IPCC</td>
<td>1.4351</td>
</tr>
<tr>
<td>UIPCC</td>
<td>1.3875</td>
</tr>
<tr>
<td>Funk-SVD</td>
<td>1.4262</td>
</tr>
<tr>
<td>Bias-SVD</td>
<td>1.3419</td>
</tr>
<tr>
<td>LN-LFM</td>
<td>1.2942</td>
</tr>
</tbody>
</table>
Fig. 2 shows the impact of the parameter $\alpha$ on RMSE for our approach, where we can obviously find that it achieves smaller RMSE value when $\alpha$ range from 0.5 to 0.7, and achieves the smallest one when $\alpha = 0.6$. In other cases, our approach obtains worse prediction accuracy with the value of $\alpha$ less than 0.4 or greater than 0.7. Therefore, we can conclude that the effect of LFM accounts for a larger proportion.

E. Impact of $d$

The parameter $d$ determines the number of latent factors, which ranges from 5 to 40 by a stable increment of 5. Fig. 3 shows the impact of the parameter $d$ on RMSE in our approach, where we can find that the prediction accuracy of LN-LFM increases with the parameter $d$ increasing from 5 to 30. However, it performs stably on RMSE with the parameter $d$ continually increasing beyond 30.

VI. Conclusion and Future Work

In this paper, we try to explain how to model the QoS prediction problem in the latent factor space. Based on the intuition that a set of Web services published by the same provider usually have the same condition of fundamental network environment, we extend the baseline estimating model and propose a neighbor model which evaluates the personalized connection quality of latent neighbors for each user and utilizes the same latent feature vector to collect the local information. Further, we propose an integrated model to achieve higher prediction accuracy. Finally, we conduct extensive experiments on a large-scale real-world QoS dataset and the results demonstrate the effectiveness of our approach, especially in the situation of high data sparsity.

In the future, we will try to utilize the LFM model to explain some QoS characteristics other than RTT and further improve the personalized prediction accuracy. We also plan to extend our approach to the cloud computing environment, where the approach can be applied on huge amount of data to satisfy the requirement of the exponential growth.
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